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Amalgamation, in which disparate impacts are combined so that alternatives can
be ranked, has become an important part of many impact assessments. Such
methods can help make decisions more rational by systematically combining great
amounts of information into more digestible forms. They can also facilitate public
participation and ease documentation of decisions. The intent of this article is to
give an overview of amalgamation methods and to propose four criteria for choosing
among them: the purpose to be served, ease of use, validity, and results compared
to other methods. Because experiments have repeatedly shown that the method
chosen can significantly affect what decision is made, EIA practitioners should
place more emphasis on the last two criteria than they have in the past. Finally,
recent results in psychology and management science are discussed. for pracri-

tioners fucing the question "how do we choose how 1o choose?”

The author is Assistant Professor of Systems Engincering at Case Western Reserve
Cleveland, Ohio. He has been working in the arca of multiple criteria decision mg
1975 at Oak Ridge and Brookhaven National Laboratories, the Maryland Power Plant Siting
Program, and the College of Envirommental Scicnce and Forestry, State University of New
York, Syracuse, wherc he earned an M.S. in 1978. He obtained his Ph.D. in Civil and
Environmental Engineering from Cornell University in 1983. He is presently conducting a
risk-benefit analysis of oil and gas brine disposal and developing methods for assessing the
reliability of urban water systems.

Environmental impact assessment (EIA) includes a bewildering varicty of seem-
ingly incomparable impacts. For example, an impact statement for « propased
power plant might describe its effects upon river temperature, endangered spe-
cies, worker immigration rates, and the scenic qualitics of the surrounding area.
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In combining such diverse considerations into an evaluation of worth, unaded
human judgment is notoriously unreliable (Shepard 1904; Hammond ctal. 197).
The mind may flit inconsistently among different aspects of the problem or
become fixed on one or a few attributes and disregard the remaining {but st
important) ones. Furthermore, those who make such unaided judgments arc
generally unable to recall how they considered the combined impacts and what
importance they assigned to each (Nisbett and Wilson 1977). Amalgamation
methods. also known as multicriteria decision-making techniques, can be usciul
in these circumstances. They can help document evaluations and make them
more relinble and consistent with the values of decision makers. A

The purpose of amalgamation techniques is to commensurate the incommen-
surable. They combine impacts so that alternatives can be ranked according to
their “desirability” or “total impact.” A single numerical index of worth is often
the result. As examples, concentrations of different air pollutants can be com-
bined into a measure of air quality, or, as in many power plant impact statements,
all the environmental, social, and economic attributes of an alternative might be
amalgamated into an index of “suitability.” This process reduces information
overload, and can make it easier for decision makers to focus systematically
upon the most important tradeoffs.

Difficult value judgments are inevitably required when amalgamating “facts”
(attributes of alternatives that, in principle, can be measured objectively) into
an index or a ranking of alternatives. For example, the combination of different
types of water pollutants, each of which has a different kind and degree of effect,
into an index of water quality is not simply a factual decision, since “water
quality” is not objectively measurable. Such an amalgamation requires the mak-
ing of subjective value judgments about health, aesthetic, ecological, recrea-
tional, and cost factors. Thus, amalgamation is inherently subjective and value
laden. 1t must be noted that amalgamation does not potlute an otherwise “ob-
jective™ and “scientific” impact assessment with subjectivity; rather, it makes
the inevitable value judgments explicit.' ,

Explicit amalgamation of impacts has become an important part of many
impact assessments, and a wide variety of amalgamation techniques have been
proposed and applied in EIA.2 These methods differ in terms of the mechanics
of attribute combination, the assumptions they make about decision makers’
values, and their purposes and case of use. There is mounting evidence that the
alternative chosen often depends on the amalgamation method used. Those who

1Several writers in the £IA Review have stressed the importance of recognizing the value judgments that pervade
EIA, of which amalgamation is mercly one of many (Bacow 1980; Mauhcim 1981; Susskind and Dunlap 1981),

TApproximately haif of the EIA methods described by Henderson (1982) perform lgamation using value
judgments. Pierce and Rowe (1979), tor the case of nuclear power plant impact statements, and Cunter (1979),
for municipal wastewater program impact staternents, cite numerous examples where amalgamation has been used
in EIA. EIA applications of a variety of amalgamation methods are summarized by Elliot (1981), McAllister
(1980, Nichols.and Hyman (1982), and Hobbs ¢f al. (1984), Nonetheless, Bisset (1980) feels that
will be, and should be, deemphasized in the future in favor of @ more political style of decision making.
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undertake ElAs should therefore carefully consider which amalgamation tech-
nique is most appropriate for their situation. ‘The purpose of this paper is o
discuss some considerations involved in picking an amalgamation method and
to review recent results in psychology, management science, and other tields
for EIA practitioners facing the question “how do we choose how to cheose?”

To pick a method, one needs to know what different techniques there are, by
what criteria they might be judged, and how the methods perform relative to
those criteria. After presenting a brief overview of availuble methods, four criteria
are proposed: the purpose served, case of use, validity, and the effect of the
choice of method. Some relevant theoretical and empirical resulis from the
literature of multicriteria decision making are then summarized. These rosults

" clarify the relative advantages of some of the methods and suggest when choice

of method might matter.”

APPROACHES TO AMALGAMATION IN EIA

Only a brief review of available amalgamation methods for EIA can be presented
here. There are a number of descriptions of the methods and their assumptions
and guides to their implementation in EIA (e.g.. Elliot 19813 Brown et al. 1980:
Lord et al. 1979; Hobbs 1979; McAllister 1980; Bakus ct al. 1982; Henderson
1982; O’Banion 1980).

Amalgamation serves two main purposes in EIA; prescription and description.
Prescription is the role most often played; the object in that case is to indicate
which alternative(s) should be preferred, given the options available, their im-
pacts, the values of the decision makers, and presuppositions as to what con-
stitutes rational decision making. For an amalgamation method to yicld a decision
fully consistent with a decision maker’s preferences, it is necessary, among other
things, that (1) the attributes completely describe the important impacts and
characteristics of the alternatives, while avoiding redundancy, and that their
values or probability distributions for each alternative be known, {2) all relevant
alternatives be included, and (3) the decision makers have a stable set of pret-
erences and be able to voice them (see Keeney and Raiffa 1976). The first two
frequently cause controversy in EIA." The latter requirement is of particulur
concern here since it is likely to be unsatisfied in impact assessment and its

2

*Amalgamation methods are di codd in this paper as though a single decision maker mukes all value j
This course a gross simpli EIA involves not only professionals with diverse 1
the public, There exist muny methods, such as Delphi nd the Nominal Group Technigie, by w
such as weights can be obtained from groups: Bakus et al. (1982) discuss their use in EIA. Space dues not p
discussion of these methods and their pros and cons. Nonetheless, the criteria proposed here for eva
amalgamation methods are also relevant to multidecision-maker techniques

*For example, witness the current controversy over the procedure used by the U.S. Enavironmentyl Protecuon
Agency to rank hazardous waste dumps for clean up (Wu and Hilger 1984). Critics quarrel with the ra 28,
asserting that the fist of attributes used is incompiete and that important data is absent.

=
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violation means that the particular amalgamation technique chosen can strongly
bias the values voiced. .

Amalgamation is also sometimes used to describe and predict choices in EIA.
For example, by modcling how various interest groups perceive alternatives,
intergroup conflict can be better understood and perhaps resolved (see Dennis
ot al. 1983: Brown 1984). Descriptive models are often developed by using
multiple regression or linear programming to relate attributes to a decision mak-
er's overall evaluations of the worth of alternatives. Note that prescribed and
predicted choices may differ substantially, even for the same person. The reason
is that prescriptive methods try to improve judgment by imposing certain rules
that are assumed to characterize rational decision making based upon the decision
maker’s values; descriptive methods attempt to imitate subjective judgment, warts
and all. :

Alternative amalgamation methods are summarized below in terms of how
they accomplish cach of the following tasks: (1) attribute scaling, where a single
impact (e.g., “ppm NO,” or “fumilics displaced™) is converted into a measurc
of value and, in some applications, the decision maker’s attitudes towards risks
are captured; (2) attribute weighting, where each attribute’s importance is as-
sessed; and (3) amalgamation of the weighted and scaled attributes via a decision
rule, yielding an indicator of overall value or a ranking of alternatives. Not all
amalgamation methods include every step, while several include additional ones.
As an example of the latter, a separate amalgamation might be performed for

~ each of several interest groups, followed by a fourth step which combines those
perspectives into a single evaluation.

Another step that all applications should include is a verification of the as-
sumptions the chosen method makes about the structure of the decision maker’s
values. For example, the New York State Department of Environmental Con-
servation (1980) used a weighted sum of scaled attributes to evaluate alternative
sites for hazardous waste treatment facilities. Such a method presupposes a
property called preference independence: preferences among combinations of
levels of any pair of attributes do not depend upon levels of other attributes.
However, this property does not hold for many of the attributes used in that
siting study. For example the tradeoffs someone would be willing to make
between “population density in the vicinity of the site” and “impact on endangered
species” would probably depend on the “risk of fires and explosions at the site.”
In this case, defining a new attribute “population at risk times risk of fires and
explosions” might rid the attribute set of this interdependency. However, when
violations of independence assumptions are not so easy to deal with, the question
becomes: is a more complex amalgamation method appropriate? The answer
depends on the relative case of the alternative methods and whether a practical
difference would be made by picking a different method. Later sections of this

paper address this question.
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Scaling Methods

Scaling can accomplish two goals: the translation of an attribute into a measure
of value E.a the measurement of the decision makers’ attitudes towards a&M
Value scaling methods do only the former; utility scaling methods mnnos%:mm
both. Utility methods are preferred if: risks are measured in the form of a
n.nova:Q distribution for each impact for each site, decision makers are :9.
risk neutral (i.e., value and utility methods yield different results), and decision
Bw_.ana can meaningfully and consistently respond to the questions posed by
utility methods. Most EIA applications adopt value scaling. .
Maomﬁo addition or multiplication of arbitrary ordinal scales is not mathe-
Gmcnm:u\ permissible, value scaling methods which yield functions that are
E@é& or ratio scaled with respect to valve should be used.’ That is, differences
In numbers should be meaningful. An example of a value scaling question w
(Dyer and Sarin 1979): “what level B of the attribute would make a change m‘o:,g
level A to B just as desirable as a change from B to level C?” A less rigorous
mvv.no.uo: would be 10 make an impressionistic sketch of a function S_m:rzm :(:.w
mszviw to value. Another deterministic method, conjoint measurement mn,m?f,
two m:ﬁgﬁm simultaneously by asking questions about the tradeoffs the a,mnzmocm
maker is @Esm to make between them (Keeney and Raiffa 1976). Yet mso,%on
m%.aowo: is holistic scaling, in which the desirabilities of different levels of an
mﬁ.&ia are inferred using, e.g., multiple regression from unaided overall 9;,;-
uations of alternatives. ) o
Utility scaling methods ask decision makers to state the probability p (or level
B} m.ﬁ &\Eor they are indifferent between one alternative having a chance pof
obtaining level A and chance (1-p) of level C, and a second alternative having
F<@~ B for certain. The utility of B would be pu(A) + (L —p)u(C), where :3.
is Em.mmsm_m attribute utility function. Such a utility function might mm zcz::a,.:
even if the associated value function is linear because the DM may either &mE.S
or vﬁmwﬂ mﬂﬂzommmxmammmm of the use of risky utility functions in an environ-
mental quality indices include i /
monn, a1 :o&\ o Collins and Glysson (1980) and Keeney and

Weighting Methods

Weights are the means by which many amalgamation methods determine how
much of one attribute the decision maker is willing to give up for another. For
axmaﬁ_o, in the weighting summation decision rule, attributes are a.a_:v:m.a by
iﬂm:a msa summed, yielding a single index. Under that rule, if a DM is just
willing to give up one unit of scaled attribute i in order to obtain an improvement
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i i ) 5 wice that
o two units in scaled attribute J, the weight Wi o.m attribute | ﬁ:& WM% o
:. attribute j. 10 wilw, + 2, then the rule will incorrectly s .o.<< e ling
o.:;ﬁ. is <<::.:m to m?o up more than one unit of ! mon, two .ow J oM Mmo Pl
. ..Zn up even that one unit, either case being a Em:.unsos o X 8?:&
”w.ﬁmm} preferences. The result can be & aon_.m_wn that _.mxsoﬁ really p
U.Mﬁoa on the tradeoffs the decision maker ma s::Ewm Moowaf%o :03 ers to directly
B “hes ighting exist. Some ask decis
several approaches to weighting € . - de n maks ey
wo,r, Eiw wﬂwivca.ﬁ “importance,” while others infer Eﬁm_?ﬁ:o_ﬁﬂ :MMM o
USNCSS €l k ) . ) : N ‘ .
the decision maker is willing to make. A third %Qon_n: solves for the weig
that best imitate unaided evaluations of .Eﬂoammo,w,m.asgo% e the most fre
ir 5 “magic numbe ¢ S,  fre-
Dircct assessiment methods, or "m . . no
quently used approach in EIA (e.g., Brown 1984). In one version, om:oh EM_MWW,H@
N € 2 i - 0 H.m
isi i ses numbers on a scale representing
the decision maker directly chooses . : scal _ e
“importance” of cach attribute. Variants of the magic :cﬂcﬂ%%ﬁﬂ Mmm T
i (1) rankine of attributes, designating the lowest ranked & . :
include: (1) ranking of attributes, . anked attribute B m e
i est ¢ ¢ so forth; (2) ratio questioning, in
of 1, the next lowest a 2, and so ; : e 00
i i o ance” of two attributes; and (3) alloc .
asked the ratio of the “importance” © ! ocation. o' 17
) i 3$ i ¢ umber methods is tha
ints < attributes. The assumption of magic n ds :
e —impo 1 ill, in the decision maker’s
io of " led attributes will, 1n .
ratio of the “importance” of two sca L in e e e i
in ; iprocal of the rate at which the deci
mind, correspond to the reciproca o e e e
il i1 h somc psychologists arguc s ,
willing to trade them off. Althoug , o e
is : iwards 1978), others point out tha p
spondence exists (John and Edwar poin 4 importance
cm:E meun many diffcrent things, and does not necessarily represent willing
¢ off S . Se aker 1981).
to trade off (Hobbs 1980; Schoema N . . ]
The sccond approach to weighting asks decision Bmx.o? ism: ﬁwawnﬁﬂmnw Mmuncm
be willi ake ¢ attributes. If the decision maxer 18 as
would be willing to make among attribt : maker 1 how
mucl: of one attribute he or she is willing to give up 8,0585 a m_wﬂﬂ. EMEE@
of another, the method is termed the indifference tradeoft 89%5.:4. e MW@E 8
” * st sion makers
i ast, asks & adeoffs by requesting the decist .
method, in contrast, asks about tra . the decis pkers
il v are indifferent between: (1) an alternati
necify at what probability p they are indifferen ¢ Wi
specify at what probabihi . . ! o ) of them
"a set of attri s being at their best level and ] .
chance p of a set of attributes ! : X e e bost
i i St ¢ lternative with one of those a
being at their worst: and (2) an a : ! LIS e
_c<r._n Mércé weight will be proportional to p) and Eo.ogo_,mw their
Collins and Glysson (1980) applied both these msﬂ:o% o_ﬂmmwm o n.zmx:aNm e
The thi : istic method, chooses W ;
The third approach, the holistic . e e
predictive value of the resulting amalgamation. >=.n§_§wmoﬁw.ﬁ. an EIA g
regression holistic method is that of Hyman and Stiftel ( -

h 5 r—_rﬁ_ «:.: ;UC?\I, an MU b b V O
Urh_r._c: :.:0/ A.C:_U—:P CALC Q wCl ;:I into a sm ;O :_QFX i
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the decision maker’s attitudes towards risk. In the latter case, they are called
multiattribute utility functions. The set of decision rules can also be siiced another
way. Noncompensatory rules do not allow improved performance in one attribute
to make up for bad performance in another. Compensatory rules do permit such
compensation. Compensatory rules can be divided into linear and nonlinear {or
configural) rules. In the linear case, it is assumed that the rate at which the
decision maker is willing to trade off any scaled attribute for any other depends
neither on the levels of those attributes nor on the levels of the remaining
attributes. Other assumptions concerning atribute independence are made by
configural rules.

Two simple decision rules that find frequent use in EIA are exclusionary
screening and weighting summation (Elliot 1981). For example, Pierce and Rowe
(1979) cite eight nuclear power plant impact statements that used the former
method to help choose suitable plant sites and 13 that applied the latter. Exclu-
sionary screening, a noncompensatory rule, merely drops any alternative that is
not satisfactory with respect to cach attribute. “Satisfactory” can be defined using
inviolable legal or engineering criteria. Alternatively, it can be specified more
arbitrarily for discretionary attributes (e.g., prime farmland consumed or distance
to water) when the purpose is to quickly narrow the list of alternatives. Weighting
summation, in contrast, is a linear compcnsatory rule.

One of many nonlinear compensatory rules is compromisc programming. lts
premise is that decision makers prefer to be as close as possible to an ideal point.
Distance is defined as the sum of weighted deviations of attribute levels from
goals, each deviation raised to some predefined power between one and infinity.

Another nonlinear compensatory rule is the muitiplicative rule:

I+ kv(x) = TL( + kww(x)),

Where the vi(x;) € [0,1] are the scaled attributes, w; € (0,1) are the weights,
and k € (—1. ®) is a constant which ensures that the overall value v(x) of an
alternative x falls in the range [0,1]. If & = 0, then the multiplicative rule reduces
to weighting summation. Keeney and Raiffa (1976) developed and justified this
rule for the risky decision/utility theory case; Dyer and Sarin (1979) did the samc
for the riskless decision/value theory case. The rule’s independence assumptions
are slightly weaker than those for weighting summation. These approaches stand
at the apex of a body of theory whose completencss and elegance are without
parallel in multicriteria decision making. For this reason, many practitioners
labor through the assumption verification, scaling, and weighting procedures
necessary for their valid use—even in situations where less difficult methods
would yield the same evaluations. An EIA application of the multiplicative rule
is given by Collins and Glysson (1980).
The power law is another nonlincar compensatory rule, in which weights are
applicd as exponents to scaled attributes and the attributes are multiplied together.
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‘The assumption is that decision makers perceive “importance” logarithmically;
that is. for example, if a decision maker says that two attributes should receive
weights of one and two, respectively, then their actual relative importance is ¢’
_ Yet another rule, concordance analysis, is simultaneously compensatory
and noncompensatory. In one version, ELECTRE, an alternative is said to out-
rank another if it is better in a sufficiently large number of attributes and not
ch inferior in any of the other attributes. The philosophy of this approach
of “majority rule,” subject to protection of
the “rights of minority viewpoints.” Gum et al. (1976) used the power law to
amalgamate environmental attributes. The use of concordance analysis in EIA
was suggested by Bakus et al. (1982) and an mg:omsas is found in Gershon

and Duckstein (1983).

and ¢

too mu
can be characterized as being one

. CRITERIA FOR SELECTING AN AMALGAMATION METHOD

What criteria should be considered when choosing an amalgamation technique

for use in EIA? Four are proposed here: the purpose served, ease of use, validity, .
and results compared to other methods. In general, no single method will be

superior in all criteria fora particular use—thus, picking an amalgamation method

is a multicriteria problem in itself! Techniques adequate in some aspects will be

deficient in others. As an example, a magic numbers weighting method may be

simple to apply, but the resulting weights might be invalid as they may bear no

relationship to tradeoffs decision makers are willing to make. The significance
of this possible invalidity depends on the question implied in the last criterion:
would more valid methods lead to the same decision?

A problem for potential users of amalgamation is that the number of methods
is huge, and the associated literature is voluminous and growing rapidly. Al-
though several texts survey the field (e.g., Chankong and Haimes 1983; Cobon
1978: Goicoechea et al. 1982), none explicitly comparc methods relative to the
above criteria. Experts disagree about which criteria are most important and how
the methods actually perform against them. Further, as Warner and Preston
(1974) point out, method characteristics that are virtues in some EIA problems
may be vices in others.® For these reasons, one cannot blame EIA practitioners
if they throw up their hands and decide to use whatever method happens to be
the most convenicnt.

In the remainder of this section, th
The following scction summarizes several rec
different techniques meet the criteria.

e four criteria are discussed in some detail.
ent research results that clarify how

a listing of the roles
ble methods for

o

ronmental management problems,
mmary of the appropriateness of avi
our criteria of this paper, “purpase™ and “ease of use.

ofanssen and Nijkamp (1985) offer a typology of envi
U tion shoukd play in cach problem, and
cach problemn. Tn doing so, they emphasize two ol the |
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Criteria I: The Purpose Served

Amalgamation plays several roles. The maj i

Fima gamation plays s s. The major one s to condense large ¢ ;
moq:%mm_f__,ﬂ”_w_“:”“« Aw“._wa: .:z:. :Er,c.y. :. casier to make a rational %Mﬁmmwcw_””
o e omﬁomoJ\, A,m mmv_:,w: set of .:a._cc.f.. each of which summarizes impacts
i oepan mo:i%.mw ac.,\&om quality index could include turbidity, inorganic
st e m:m:maémaamm ved oxygen, and pathogens). The tradeoffs that
malgaton et c ! mwaonoao more apparent when so distilled; how much
e samator wm:ﬁﬂ N ma n.amvﬁam upon the point at which further simpli-
ample. cam e mvvﬂonﬁwmm@owmm_mwﬁno“ M.m%ﬁm%mw.ﬁiowm_ism summation, for ex-
e Appropr a use, but not exclusionary screening or
cone WMW%anMMMMMW.A The W:o.n methods can only rank m:og_wh:dm or ammv%m
Sorpose s e hoﬂmm @moc. They could be suitable, however, if the
B oy head I Bowrn% .mSmH o<ﬁ.m= w<mEmnoa of the alternatives. Yet,
because it leads :,V a m_cmsmgmmmsimwnwm%% Mﬂmomw c%,ﬂmaoz ottt

o cads | . . ch alternative’s worth.
it %Mwm‘”ow mmrmnoﬁwmwn.&wm ﬁ.:, ::.anm_n&._m alternatives or a carefully considered
fechninue g be o mv nm_.:w.a is also important. In the former case, a simple
b vl o 56 cwﬁo% mﬁom? in the _mzo.? a method which is more likely to
the mrocons ot Em:m::m, . If the most important “product” of an numzmwm is
This ey b the omﬁma monmwww_:mwwnwsr nmm:v\.mnw:wa method is Eogzv\. best.
s oy be the cu . mple, when public participation in an EIA is desired
If one wi st
redi %QWMMM mmmwmna M:am;Ena the values held by interest groups and to
B et o mzn E.ﬂm, .ﬂ o.::m ‘E.Qroa that imitates unaided judgment might
ol oo ﬁ,ﬂ :fnﬁ a “divide and conquer” approach to improve it. An
ple regression (Hammond et al. 1975).

Criterion II: Ease of Use

The resources avai i 3
N ma&mmsﬂwmwwgmzn to a Qn_om_ EIA restrict the sophistication with which
oo BE:SMMM %o omm,:wa out. However, it does not follow that it is
sira ¢ effort needed to implement : ;
G0 might cndanger yoder . p a method, because 10 do
a standing and a > of isi
mkers and. the bl g ceeptance of the method by decision
The ease o i i
ssere S M MMﬂMMW@m me: anroa depends on the time needed te acquaint
! , how comfortable they are with its >
o, a1 o forta y with its concepts and ques-
) ¢ and computer facilities it i .
requires. These depend, i
o e . cpend, in turn,
cw EEMVW:%MM _M_”Mzﬂ_om%o Eo. analysts and decision makers possess and (2) the
1 o the problem, including numbers of alternati i
b . . g T crs of alternatives and attributes
. :C:M wwﬁcw%m are measured quantitatively, the degree of aggregation acﬁam.
j 1 of decision makers, and how much their values agree, i 4
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Criterion 111 Validity

Validity refers to how well a technique measures the concept it purports to
measure. Thus, for example, 2 magic numbers weighting method can be invalid
because decision makers may not be thinking of the tradeofls they are willing
to make when rating each attribute’s “importance.” In that case, the method is
pot measuring the correct concept. The result can be a decision that is inconsistent
with the decision maker’s values. Applications of amalgamation in EIA have
often been criticized as being invalid (Hobbs 1979; Adelman and Mumpower
1978).

Measuring an incorrect concept during scaling or weighting is but one possible

source of invalidity. Another important one is when a decision rule is inappro-
priate for the decision maker’s value structure; €.8., if a compensatory rule is
used where a noncompensatory one is called for. A similar problem occurs if
the decision maker’s unaided choices violate the fundamental axioms of the-
adopted amalgamation method, such as transitivity. When amalgamation is used
for prescription, this type of invalidity may actually be desired, becausc one
wishes to strip human judgment of its irrationality. However, violations of axioms
usually imply that what scales and weights are elicited from a decision maker
will depend on supposedly arbitrary aspects of question phrasing (c.g., using
50--50 probabilities in gamble scaling versus using 75-23 Eog@._:mmmv.‘_,?m lack
of uniqueness means that the analyst or decision maker must decide which sets
of scales and weights are most appropriate—when there are no clear criteria for
making such a decision.
* Hyman (1981) describes other sources of invalidity. One type of bias, hy-
pothecality bias, occurs when a person’s actual choices fail to coincide with his
or her answers to a method’s hypothetical questions. Another type, strategic
bias, -occurs when people choose not to express their true preferences. Instru-
mental bias is a problem when seemingly unimportant aspects of a method, such
as question phrasing or ordering, affect the results. Fischhoff et al. (1979) argue
that this is likely to be a severe problem when decision makers arc unsure of
what they want. This, in turn, is probable when problems are nonroutine, com-
plex, and involve strongly held but conflicting values. EIA problems fall into
this category. _

Invalidities are likely to minimized if: (1) scaling and weighting questions are
phrased so that they directly measure the correct concept; (2) questions are framed
to check whether the decision rule is appropriate; (3) unfamiliar concepts and
hypothetical choices arc avoided; (4) the method is thoroughly understood by

users: (5) consistency checks are made; (6) decision makers are familiar enough

with the problem and with their own values so that they know what they want;
(7) incentives for honest responses are present; and (8) more than one set of
scaling and weighting techniques are used and their results are similar.” Time

e e e e

TFor example, Dennis et al. (1983) had participants in an evaluation of air quality management alternatives use
more thin one weighting method in order to avoid the bias that might result from using a single method.
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and resource al
and resource MNHMNMEG normally prevent fulfillment of every one of these ch
. However, to the extent that they can be satisfied, one n,m:

w.noo:mam:::u::. .
¢ resulting amalgamati ;
makers. g amalgamation truly reflects values held by decision

Criterion IV: Results Compared to Other Methods

In general, methods that are more lik i
e mor .@:\ to be valid also require m :
mE:QxMM.m_MMNM nww w:%.\mwo _:m:mma wm the more valid Eﬁrua has wwmoomwm“
Mo, vmworoﬁommmma %m<_ WEE decision. If it doesn’t, one shouldn’t bother
ifforonal oot ane o,‘ aoﬁ nxmBEn., argued that it doesn’t maiter irﬁ.:mm
of weights, ot s EM when mzmvﬁwm are positively corrclated; any set
O rights, Eoio,\% mn:m ones, will v:mE roughly the same rank ordering of
D matves. How E:b meaoi.Sm body of wSanzoP summarized below, indicates
perrlses which ama :m Bm.:o.z Bo&.oa is chosen can make an important dif-
chould sarefuly .no:manw Wﬁmw:_:wmﬁmﬁw .m.mn:cmmg, then the EIA study team
mw_,mmao:m Awm the values of the aoaaom B_Mw“mﬂsm_ﬁg_w mm%“u vide valld vepre
¢ resu " differe g i , ,
most impe Mwswnow_—mm *Mwm?”_w_ M:%:muam can diverge for several reasons. Perhaps the
i s e one I ¢ m.. ;no_m_oz Bmwonm. are not sure of their values; when
1979). Ot rumens ._mm.wm.om: cause divergence of results Am;nrrom et al
scaling methode o inciude incorrect choice of decision rule; weighting on
2nd, pacticulsrty B?w:%wwzwo E.m wrong concept; and user fatigue, boredom
For caamele Emmmn .::Bﬂwﬁi:ﬁ. Perceptual biases can also be ::vo:E:,
o eXamp E,m: agic num QM weights tend to be much more uniform E:c:w
unaided judgments Amz wmc%ﬁm MSM G/M\M_MMM o~o M\m\%cm :Uo%m nd Row 1976: Sehoer
neided Juceme . ; Hobbs and Rowe 1979; Schoe-
Peroeption. nxn_mwmww.m.woows Q>E. _ome. One possible explanation is _ommn:r:gwn
bers when atins. oot ve. so_&nn. is that people tend to avoid exireme num-
ool o nr %n _mn.,Em values in the middle of scales. A third possible
eression worghts i Mrmﬁm,\m mmﬂ.snmm of magic numbers weights noBmE,&. to
e weiBls 18 w o:mﬁ._o Eamanﬂw exaggerate the importance of the
ottt Jndamon omcman ME. .mmzdﬁor This occurs because the complexity of a
only & banciet of w:nwm: Q._m_m:. Bmw.ﬁm to simplify the problem by considering
once (Shepard 1964 mconm and ignoring the qmﬂaasm (though still MEnozm:m
merhods o divecge, . perceptual biases will cause the results of different
A necess iti r di i
m:mgmﬁ?nm.mww %MMWMM:%Q divergence is that therc be tradeoffs among the
its parameters oo:E-o»:Mo M _Mw M: MM% .H:om mEm_._ w:m:.mmm n 8 decision Eorw o
characterized by many and mamwnws_ﬁ %Maw%ﬁmnoéo:.v FIA problems e oftn

e ——

*McCleltand (1979)°
y'and Rowe and Pierce (19

d . K erce (1982a).h: amatically investion . f
and how it affects the influence that weights bave ow umManmwmaw:Q:w investigated this “decision complexity”
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SOME RECENT RESULTS

last half decade. researchers in multicriteria decision making have
obtained theoretical and empirical results that clarify how several amalgamation
techniques perform on the four criteria outlined above. One important theoretical
result is the completion of a firm theoretical base for the type of amalgamation
technique underlying several EIA methodologies. A number of experiments have
also been made which indicate when choice of method is likely to make a
difference. These and other results are summarized below.

Wathin the

Scaling Methods

comparing the results of determin-

Recent work in scaling has focused on (D)
and (2) the validity of the expected

istic/value and risk/utility scaling methods
utility model which underlies utility scaling.

A number of experiments have discovered persistent differences between single
attribute value functions chosen by deterministic scaling techniques and uglity
functions chosen by the gamble method (Krzysztofowicz 1983). Sarin et al.
(1980). for example. found this to be true for attributes ‘measuring power plant
impacts upon air quality. fish. site biology, socioeconomics, and environmentally
sensitive areas. They and Krzysztofowicz (1983) explained such differences by
saying that utility functions include both strength of preference for levels of an

attribute and risk attitudes, while value functions include only the former. The
different scaling methods used in that experiment nevertheless yiclded the same
ranking of power plant sites (Sarin 1980). Thus, choice of scaling technigue
seems to have less effect on the overall results than choice of weights, which
in that study did shuffle site ranks significantly.

Psychologists have conducted many experiments that show that people make
choices under risk in a manner inconsistent with thesexpected utility model

(Schoemaker 19825 Fischhoff ¢t al. 1980). This has two implications mo::o
FIA practitioner. The first is that for this reason ajone an amalgamation based
on these axioms can be cxpected to differ from holistic evaluations of alternatives.

The second implication is that the gamble method will be unreliable. This is
because the resulting utility function will depend strongly on aspects of gamble
questions which, according to the axioms, should be irrelevant, For example,
utility functions based upon gamble questions using 50-50 probabilities will
differ from those resulting from 70-30 probabilities. In addition, “noise” will

be introduced because many decision makers will be unfamiliar with the laws

of probability and uncomfortable with gamble questions. For these reasons, it

can be argued that value scaling methods are more appropriate for ELA, unless
(1) risks in cach alternative’s attribute levels are explicitly specificd using prob-
ability distiibutions and (2) atility functions are likely to differ significantly from
value functions (O’ Banion 1980; Hobbs 1979).

s
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Weighting Methods

nbr S r eArCRere
Eamwwwd& of researchers have asked: to what extent do different weisht
14 P.r‘ St AN oy > g RPEY - A o r.ﬂ.:vﬂm uu/.’d
o E&Mmfv M#M,,_w?m the correct concept (tradeofts that decision makers arc ,,,..E“:u
- Mw yie .a the same results? Hobbs (1980) and Schoemaker (1981) ::.u,
presente omﬁmcn& reasons why magic numbers methods are likely to Emuﬁ,ﬁm
ingly do nm,onmﬂonmw and Koﬁ_m:msa (1979) and Newman (1977) have no:&:n-
By comon Mmﬁm Smw different weights are likely to yield different decisions
e szw mmﬁ:w@m where decision makers have applied several s‘m?.&ssm.
: ed to determine which i i .
i methods are likely to differ under what
At leas ies have ¢
L Mc_oﬂ mfm:(.,f have no.::‘umﬁa the results of different magic numbers
e Emﬁ 5 awmqvosﬁ mzoomco? rating, and ranking. They ::miﬂso:w? ooﬂ,
uce oomﬁw mmgonw in weights and the resulting evaluations of \,:n,wmm:,.o_ﬁ
ared to, for example, differences b ions Feren
, s between evalus s by differe
wmmw_o (e.g., Hobbs and Rowe 1979; Hobbs 1985) sions by differen
everal studies . i , . .
ot %w&mé compared magic numbers techniques with indifference
e ! gression methods. Some found a high convergence among the
Waid bwmaww\m cw:c:m of alternatives (c.g., John et al Emo.«mo:oma%mr m
and conclude that choice of weighti : , e whi
. t eighting method me 1 i
othors £ e of we: matters little, whil
o | ,wna _Bwonmz.ﬁ disagreements in weights and, frequently, the ranks ~om
oA v_ Am..m; Zavwz.mza Wilson 1977; Saaty et al. 1983; Hobbs E,m&
core mE% e, ﬂ.ﬁowﬁma differences in decisions were found in a power S:W
mnawﬁﬁ AW\* %ur_o: 5<o_<w.a six cost-related attributes and 12 o:<:.o:5m2.:
&:.nasmo Emuoov:._ 980). Five nxvnqm in siting applied both z&:m and the :w-
I E.o:,o%. The weights were used to screen out 92 percent of
n e mﬁ.m o:mu eaving Eomm that would be suitable for later, more awE:nW
et am swo:. _: average, just half of the arcas chosen by u.wmaoz b o;w
verag dmﬂ,\omm so chosen by the .mooo:a method. This is less than Sm, v“:mm_s
overup o sumzﬁwwwmmr@o%:%w different people using rating (62 percent). The
choice of metho ¥ ast as i : .
the weights d was at least as important as who chose
Disagree i i i
Boﬂroamw MnBMEm in the no:oEm_o.:m of studies that compared different weighting
roblem /wﬂ MMM_OV MMM«.W .mH _nmmw in part from the characteristics of the amrﬁaow
. ision makers are very famili ith h
oo orly thr . & ar with the problem, (2) there
o cho:owﬁoM:MoMMmMEﬁcc.”om. and (3) where conflicts between strongly held
o s e to preserve the environm , i
il ent versus the desire to ke
- Ma%%woﬁ”m%qm are absent, then convergence among methods is found wmw
! . However, unique decisions, many attributes i
important velucn can Tong o , ma y attributes, or conflicts among
alues { o divergence. Divergence occurs
have. not doct | . crgence occurs because (1) le
cided exactly what tr: il i
) adeoffs they are will i
ambers mothods fil , illing to make und magic
; o force them to consider tradcofTfs, ¢ 2
considor (e fol] coms : radeoffs, and (2) people cannot
. plexity of the problem when maki st i
it b e S ity o bl making the holistic choiees
Juired by regression weighting. Decisions in ELA are often one of E:wf
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possess many attributes, and involve strong value conflicts. Hence, it should be
assumed that the choice of a regression, magic numbers, or indifference tradeoff
technique will affect which alternatives are chosen, unless proof to the contrary
is provided by application of more than one method.

Decision Rules

Two recent research topics concerning decision rules are patticularly relevant to
the practice of EIA. The first concerns the relationship of multiattribute utility
and value functions. The second is the question: does choice of decision rule
make a difference that matters?

Developments in utility theory in the early 1970s provided a rigorous theo-
retical base and practical set of procedures for constructing multiattribute utility
functions for decision making under risk (Keeney and Raiffa 1976). In theory,
such functions should also yield the same ordering of riskless alternatives as
valid value functions (which exclude attitudes towards risk). The advantage that
utility theory used to hold in the deterministic case was that multiattribute utility
functions could be constructed from single attribute utility functions derived onc
at a time using the gamble method. At that time, valid multiattribute value
functions could only be built from single attribute value functions that were
cstimated by conjoint measurement, defined above, where two ordinal single
attribute value functions are estimated simultaneously using different tradeoff
questions (Keeney and Raiffa 1976). .

At that time, no theoretical basis existed for independent creation of single
attribute value functions, such as those in the Environmental Evaluation System
(Dee et al. 1973), and their assembly into a multiattribute value function. Dyer
and Sarin 233.83@5:& such a basis. Their requirements for theoretical
validity of a weighting summation or multiplicative “measurable” value function
are (1) preference independence among attributes and (2) that each attribute’s
value function be interval-scaled and independent of the levels of the other
attributes. This theory is important t© EIA because it provides a "defensible
theoretical basis for building EIA methodologies from independently determined
attribute value functions.

Several experiments have been conducted to determine when choice of decision
rule makes a difference in alternative ranks. Some have compared the multipli-
cative rule under various values of k {which determines the degree of interaction)
with weighting summation. When the same relative sets of weights arc used,
most experiments have found that if k is kept within reasonable bounds (roughly

~0.5 to 2.0, then choice of &, including k = 0 (weighting summation) does
not significantly affect the decision (Hobbs 1979; Collins and Glysson 1980).

Comparisons have also been made of other decision rules. A number of studies
have demonstrated the “robustness” of weighting summation by showing that it
predicts subjective decisions as well as other, more complex decision rules
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Fischh ;
MoEv_mMmM: mmwwq o_wwnw.omogm Gmmv. Nevertheless, there are occasions when
: appropriate and lead to diffe decisi .
of studies have shown how choi  Weighting summton.
oice of rule can matt ighti i
o : . er. Weighting summa
Rmcﬂwmm‘n Mim @xn_:m,on._mﬂ\ screening, compromise EdeBEw:m mm:au M%M%MW
resute mMo mw erent decisions in most, but not all hypothetical wmson mmm\i sitin
98200 Ow_,_w:m _.oqow Hobbs .m:m Rowe 1979; Hobbs 1985; Rowe m:u ?nanm
.avzoma.ﬁw cm; on w:a Ocowﬂn_: (1983} applied compromise programming :E,T
o gt SN 5 unctions, and ELECTRE to a river basin planning Eorr,
ain choice of method significantly aff i o
e . y affected the ranks of alternatives. In-
cﬂm\xw MWM oo%ﬂo_mmos between E.n two sets of alternative ranks chosen Mv\ “Mo
sty fun tion and mrmoi.wm did not significantly differ from zero. However
the cor m%v“”m%m Mwomn studies are necessarily of limited scope, as most of ﬁ.:wzw
stematically examine the separate effects of weighti : ;
g ey ity f of weighting method, decision
3 n. All that can be ¢ i i
) . oncluded is that cho
ecision rule can make a difference that matters, and that EIA @SON:MMM@M

mroz_aomnn?:u\oosmam_.sr. i i
cous ¢ ich rule is most appropriate for their particular

CONCLUSION

Am i
owmmww_mmmmm_mw Bmﬂwm% %ms serve useful roles in EIA. They can simplify de
p make them more rational b bini -
ooone : . ! y combining large amounts of in-
aogaﬁdmﬂw M:Qa:mséw 5_8 a more digestible form. They M_mo ease decision
and can facilitate public participati
an 2 pation. However, there ¢ :

N , , there are dan-
Wm%@ NMM%M M _% mnn_m_o_s makers often don’t know what they want, (2) a:.mﬂ.,wwﬁ

ifferent values, and (3) choice of h ect N

D s ot as ues, ( method can affect the decision
gamation techniques should be tak i i .

even a shaker full of salt. Th ist i o pineh, perhips

. . The precision of their numerical i
o . merical evaluations should
v mm M_MMM M,wo_mmon for accuracy nor for concensus. The writer agrees with Stiftel
e W&& U Wmﬂm Hollick :wm. 1) who argue against letting “super-indices”
e m?&mmamm and s %Ma be, political decisions in EIA. More appropriate roles
1 ion in include (1) the summary of inf i ih

e & , A ( © § y of information within cate-
Mm . wow _Evmma (e. g., air nﬁ._m:,&\ or socioeconomics) and (2) the representation

mm%m oe,_wn.n%_-wmmw of a_.m.o:w:» interest groups, each of which is relatively homo
. gamation techniques should clarify tradeoffs icts.

not hide them (olliot 1981 q arify tradeoffs and value conflicts,

If amati i
:ﬁ?ww, w”ﬂwmamwcoz ngoa. is to be used to produce a final ranking of alter-
o Bnaﬂoa %,M Ecw%@w:n% with utmost care and with the realization that choice
affect the decision. The prudent 3
wrnalgszmacion Tor ot ; . p course for those who use
. y purpose is to (1) check assumptions

one method, and (3) conduct sensitivi e N ymore than
thod, . ensitivity analyses. These steps will he over

uncertaintics and biases and gauge their significance. P help e
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